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Abstract

       This assignment is in Fundamentals of Statistics. There are five questions which are given solutions to this word document. Each question is given a solution based on the example given from the assignment. Excel is used for solving the questions and explanation in word document.
Introduction
          In this assignment there are five questions solved based on an example given. This assignment has helped us understanding better quantitative methods and analysis. Excel is used for solving mean and standard deviation and constructing the graph for our quantitative variable.
1. Calculating the mean and the standard deviation of the sample.
	A
	40.1    
	41.1    
	39.5    
	40.1    
	39.1   

	B
	41.2
	37.6
	39.1
	41.6
	40.8

	C
	43.2
	38.9
	38.1
	43.5
	36.9

	D
	39.1
	40.5
	41.2
	37.6
	44

	E
	38
	39.8
	42.1
	38.6
	41.3

	F
	43.7
	36.9
	43.6
	38.1
	40.2


These are the data given.

         From the table in excel and with the formula we found that the result of the mean is 40.2.

This was found by the formula which it is:

Mean = (sum of given observations) / (Total number of observations)

Mean = 40.2

And the standard deviation is 2.265186 found in excel.

To find the standard deviation, we take the square root of the variance. 
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Chart for quantitative variable.

2. Using the normal distribution curve, calculate the probability the truck’s total weight is under 11,500 lbs. What is your decision? Will you allow the truck to continue or will you call the driver and tell him/her to turn back? Show all of your calculations.
          For calculating the total weight of the truck we first denote truck as A and then:

we have to find p(A<11,500) = p((A-E(A)/sqrt(Var(A)) <(11,500-E(A)/sqrt(var(A))

p(X<11,500) = p(Z<((11,500 - 40.1833)/2.0817)) ;by using central limit theorem.

p(X<11,500) = p(Z<5505.028)
p(X<11,500) =1
Based on the calculations we did the truck is safe to continue. The driver should continue to go as it is safe to pass over the bridge.

3. Discuss several types of sampling: e. convenience sampling, random sampling, stratified sampling, systematic sampling or cluster sampling. Discuss which type of sampling is used in this scenario.
         Convenience sampling is a kind of nonprobability sample in which people take samples only when they are ‘covenient’ sources of data (Sampath). It is defined as a method adopted by researchers in which they collect market research data from a group of readily available respondents. It is the most commonly used sampling technique because it is incredibly fast, simple and inexpensive. In many cases, members are easily accessible to join the sample. Convenience sampling is the most common form of non-probability sampling, mainly because it is misused. It is a method of collecting samples by taking samples that are conveniently located in a location or Internet service. We've all seen studies that exploit students in computer science classes. This is misused convenience sampling. A suitable use of convenience sampling would be sampling from Craigslist, Silk Road, or other black market services to study cybercrime communication.Selecting a set of found communications would adequately represent other criminal communications for which computer science students do not represent the general public very well.
 Random sampling is a kind of sample that means each sample has the same probability as other samples to be selected (Subramani). It is also called probability sampling which allows random sampling. It is one of the simplest forms of collecting data from the total population. In random sampling, each member of the subset has an equal chance of being chosen as part of the sampling process. For example, the total workforce in organizations is 300, and to conduct a survey, a sample of 30 employees is selected to complete the survey. In this case, the population is the total number of employees in the company and the sample of 30 employees is the sample. Each member of the workforce has an equal chance of being selected because all of the employees who were selected to be part of the survey were selected at random.But there is always the possibility that the group or sample does not represent the population as a whole, in which case any random variation is called sampling error.
Stratified sampling  is a kind of sampling from a population which can be divided into subpopulations (Wolter). It is considered to be one of the most popular and straightforward methods of collecting data in research. It allows for unbiased data collection, which allows studies to draw unbiased conclusions.
Systematic sampling is a method of sampling that involves the selection of elements from an ordered sampling frame (Sudakar). When the given population is logically homogeneous, this method is applied. It is a type of probability sampling method in which members of a sample from a larger population are selected based on a random starting point but with a fixed periodic interval. This interval, called the sampling interval, is calculated by dividing the population size by the desired sample size. Although the sample population is selected in advance, systematic sampling is still considered random if the periodic interval is determined in advance and the starting point is random.
Cluster sampling is a method of sampling that is used when mutually homogenous but internally heterogeneous clusters are visible in a statistical population (Zinger). In this example it is used stratified random sampling since the given data divides into five strata of equal size. It is defined as a method of sampling in which the researcher creates several groups of people from a population in which they are indicative of homogeneous characteristics and have an equal chance of being part of the sample.
4. Discuss what sampling bias is. Do you believe that using the 30 boxes in your warehouse caused sampling bias?
         Samping bias : It occurs in a sample where some members of a population are more likely to be systematically selected than others. (Reddy S). It occurs when certain members of a population are consistently more likely to be selected from a sample than others. In the medical field, it is also called evaluation bias. Sampling bias limits the generalizability of results because it poses a threat to external validity, in particular population validity. In other words, biased sample results can only be generalized to populations that share characteristics with the sample.
Bias = E (T) - [image: image2.png]


 ;where [image: image3.png]


 is a population parameter

E (T) = mean

if E (T) - [image: image4.png]


 > 0 then it will be positive bias

if E (T) - [image: image5.png]


 = 0 then it is unbiased

if E (T) - [image: image6.png]


​ <0 then it is negative bias

​​​​​​Bias = E (T) - [image: image7.png]


 =  40.1833 - 30 = 10.1833 >0

This contains positive bias.

5. What does the central limit theorem state and why is it important to solving this problem. Is the thirty boxes of ball bearings enough to predict the probability of safely going over the bridge?

            Central Limit Theorem: States that ,if we have a population with mean [image: image8.png]


 and standard deviation [image: image9.png]


 and take sufficiently large random samples from the population with replacement, then the distribution of sample means will be approximately normally distributed (2015 & 540-6.). The thirty boxes of ball bearings is enough to predict the probability of safely going over the bridge.
Conclusion

Working on this example ensures that by statistics and the data given, by doing the calculations we can safely say that the driver can safely cross the bridge. This assignment has helped us that we can take decisions if we do the calculations based on math
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